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INTRODUCTION



MOTIVATIONS

• Rising societal need for AI agents imbued with ethical
considerations [Dig19; Moo06; Sch+20]

• Several implementations were already proposed [Yu+18]
• But it is not clear whether we should use Reasoning or Learning

Our objective
Propose a system of multiple artificial agents interacting in a
shared environment, that learn an ethical behavior1 by combining
Learning and Reasoning in a Hybrid method.

Agents should be able to adapt to changing rules.

• Multiple agents instead of a single one
• Focus on Ethics By Design and not only In Design [Dig19]

1Behavior that would be qualified as ”ethical” when performed by humans. 1/9
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LEARNING & JUDGING AGENTS
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LEARNING & JUDGING AGENTS

VS = explicit  
moral values MR = moral rules

ME = Moral
Evaluation

Judging agent: Ethicaa [CBB16]
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LEARNING & JUDGING AGENTS

Learning agent: Q-DSOM [Cha+20]
3/9
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USE CASE
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EXPERIMENTS AND RESULTS



EXPERIMENTS

• 4 Moral Values (and associated rules) [Boi19; Wil+19; Mil+18]
• Security of Supply: improve one’s comfort
• Affordability: do not pay too much
• Inclusiveness: ensure equity of comforts
• Environmental Sustainability: prevent exchanges with national grid

• 3 profiles of prosumers
• Households
• Offices
• Schools

• Several scenarios
• Small vs Medium
• Daily vs Annually
• Default (all judges) vs Incremental vs Decremental

6/9



RESULTS
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DISCUSSION



ADVANTAGES

• Combine Reasoning (use expert knowledge) and Learning
(generalize over unexpected situations) advantages

• Allows for a co-construction process with a human-in-the-loop
schema

• Symbolic judgment allows for a better intelligibility of the
expected behavior

• Using a variety of judges gives a richer feedback
• Learning agents have the ability to adapt to changing rules

8/9



LIMITATIONS AND PERSPECTIVES

• We use domain-specific moral rules
• Other works have a more generic approach [WL18]
• May be possible to use generic rules if they do exist (?)

• No guarantee on the moral compliance
• Other works use formal verification [Bre+19]
• May be possible to apply formal verification to RL [FP18; Cor+20]

• Judgment may use extensive data from agents
• Could be mitigated by using limited judgments or anonymized
data

• The moral rules could be more complex
• It was a necessary step to assess feasibility

• Symbolic-to-numeric transformation use a simple mechanism to
solve conflicts between judges

• We could could use an argumentation or negotiation process

9/9
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